Chapter 12: Chi-Square Tests of Independence and
Goodness-of-Fit

Chi-Square Test of Independence

Overview

Many variables analyzed in the social sciences are categorical, that is, measured on a
nominal scale, and so take on values that differ only qualitatively from one another. For
example, gender can be thought of as a categorical variable that can take on the values
male and female. Nationality (e.g., Australian, Ethiopian, Canadian), personality type
(type A, type B), and hair color are other examples.

When cases are categorized simultaneously into values of two nominally-scaled
variables, the outcome can be represented in the form of a contingency table. For
example, if one simultaneously classifies alcoholics according to their personality type
(type A, type B) and gender (male, female) the results can be depicted in a contingency
table such as that shown in Figure 12.1. Note that the numbers in the body of the table
represent the number of cases that fall into each joint classification. Note also that
although the contingency table shown in Figure 12.1 consists of two rows and two
columns (i.e., it is a 2 x 2 table), the number of rows and columns in contingency tables
may assume other values (e.g.. 2 x 3, 9 x 4) depending on the number of categories of
each variable.

Figure 12.1. Contingency table representing the number of alcoholic patients classified as
having type A or type B personalities as a function of their gender (modeled after
Bottlender, Preuss, & Sovka, 2006).

Personality Type

Type A Type B
Male 128 66
akmcier Female 33 11

A question that is sometimes appropriate to investigate for data represented in
contingency tables is whether, based on the sample of scores represented in the table, the
variables are independent in the population. An analysis that addresses the question is the
chi-square (%) test of independence.

To test the independence of two categorical variables with the chi-square test of
independence, one calculates the frequency of cases in each cell of a contingency table
that is expected assuming the variables are independent, and then summarizes the degree
to which the obtained frequency counts in cells of the table depart from the expected
values. The summary measure, called the Pearson chi-square statistic, is compared with
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values of an appropriate theoretical chi-square distribution. If the value of the Pearson
chi-square statistic falls above a cutoff value in the distribution beyond which only a
small percent of theoretical values are found, the assumption that the variables are
independent is rejected.

Underlying Assumptions

Two major assumptions underlie proper use of the chi-square test of independence. One
is that all observations are independent. Thus, obtaining two measurements from the
same person is precluded as are other sorts of dependencies that could arise when data
come from spouses or siblings of participants. A second assumption, one that is difficult
to verify, is that the sampling distribution of deviations of the actual and expected
frequency counts is normal in form. Satisfying this assumption generally requires that the
sample size be sufficiently large. Cochran’s (1954) rule addresses the requirement. The
rule is that there should be no expected frequency values under 1 and that no more than
20% of the expected frequency values should be under than 5. Some have suggested that
that Cochran’s rule may be too conservative. Camilli and Hopkins (1978) found that in a
2 x 2 table, as long as the total sample size exceeds 2(), expected values as low as one or
two in up to two cells produced acceptable results in terms of type I errors. For data
represented in 2 x 2 and larger tables, Wickens (1989) suggests the general rule that total
sample size be at least four or five times the number of cells.

Calculations Used in the Analysis

To obtain the value of sample chi-square, expected values of the frequency counts of
each cell in the summary table must first be calculated that are consistent with the
assumption the two variables are independent. Because two variables are independent if
values of one variable do not influence values of the other variable, expected cell
frequencies that reflect independence between variables will conform to the following
rule: the ratio of marginal frequency counts for one variable will be repeated at each level
of the other variable. Consider the table in Figure 12.2 that includes marginal sums
obtained by adding frequency counts along rows and columns of the table. Notice that. as
indicated in the marginal values circled to the right of the body of the table, there are
more males in the data set than females. As shown in the row marginal values, of the 238
cases, 194 are males and 44 are females. According to our rule for establishing
independence, the same ratio of males and females found in the marginal values should
occur among participants with type A personalities and among participants with type B
personalities. Because there are 161 cases with type A personalities, independence would
require that 194/238 of the 161 cases be males, and 44/238 be females. Similarly, for the
77 type B cases, independence would require that 194/238 of the 77 be males and 44/238
of the 77 be females. The outcomes of these calculations are shown in cells of the table in
the middle panel of Figure 12.2.

How discrepant are the data obtained in the experiment from the data expected if the
variables are independent? As shown in the bottom panel of Figure 12.2, the difference
between the two is determined by subtracting from each cell frequency count that was
obtained in the study (referred to as the observed frequency count) the frequency
expected if the variables are independent. The results are shown in the column titled 4; in
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Figure 12.2. To change the d; values to a form appropriate for comparison to a chi-square
distribution, each is squared and divided by the value expected based on the assumption
of independence between the variables. When summed, the result is the Pearson chi-
square value for the sample. Symbolically,
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The value of the Pearson chi-square statistic for our example is 1.34.

Figure 12.2. Top panel shows a contingency table representing the number of alcoholic
patients classified as being having type A or type B personalities as a function of their
gender. Middle panel shows the calculations of expected frequencies if the variables are

independent. Bottom panel shows the value of »_ . is calculated.

If the variables are

Personality Type independent, the ratio of
Type A Type B . 1Y margm.ll frequencies shown
Male | {1283 | [ {36 V0194 here..
Gender e : =+ Hﬁ_ﬂ will be repeated
Female - 337 - 44 here and here.

lﬁ]L?*\___Totai v T

Personality Type

Type A Type B
|
Male') I er-iion | Elop<pig | ™
Gender 2 238
Female | 44 44 44

—x161=29.76 | —=x77=14.24
238 238

G
d;- Jrl::]‘u.\'h:d

f:1h-,er'--:d _f:s.\peumd = d,

128 -131.24 =-3.24 10.50 10.50/131.24 =0.08
66-62.76 = 3.24 10.50 10.50/62.76 =0.17
33-29.76 = 3.24 10.50 10.50/29.76 =0.35
11-1424 =-324 10.50 10,50/14.24 =10.74

=1.34

zumpk‘

The Chi-Square Distribution

The theoretical chi-square distributions that are used as a basis for making decisions in
the chi-square test of independence change shape in accord with their degrees of freedom.
The distributions were derived by F.R. Helmert in 1876 (David & Edwards, 2001) to
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describe the population of ratios formed by dividing the variance of each randomly drawn
sample of N scores weighted by its degrees of freedom to the variance of the population
being sampled:
o (N —:l}s3
o
Substituting the definition of sample variance into the formula, that is, the formula

52 Z[I‘. _}]2

N -1

Equation 12.2

gives
il Equation 12.3

Equation 12.3 makes it apparent that chi-square distributions can be expressed in terms of
squared z-scores. If a single case is randomly sampled from a normal population and its
value expressed in terms of z, the distribution of the squared z values is a chi-square
distribution with degrees of freedom = 1. This and other chi-square distributions are
shown in Figure 12.3. All chi-square distributions consist of positive values, are
positively skewed, have a mean equal to the distribution’s degrees of freedom and a
variance that is twice the value of the degrees of freedom. As the chi-square distribution’s
degrees of freedom increases, its shape approaches that of a normal distribution.

Figure 12.3. Probability density functions of chi-square having 1, 2, 4, or 8
degrees of freedom.
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In the Pearson chi-square test of independence, degrees of freedom can be determined
from the dimensions of the table used to represent the data. According to this method,
degrees of freedom is given by the formula

df = (# rows in the table — 1) x (# columns in the table — 1). Equation 12.4

Thus, for a 3 x 5 table, the degrees of freedom is 2 x 4 or 8. For the data shown in the 2 x
2 table in Figure 12.1, the degrees of freedom of the chi-square test of independence is 1.
Because a table of chi-square values shows that, with one degree of freedom and an alpha
of .05, the critical chi-square value is 3.84 our sample chi-square value of 1.34 is not
sufficiently large to cause rejection of the assumption that the gender and personality type
are unrelated.

Measuring Effect Size

Effect size for a chi-square test of independence may be summarized using the phi
coefficient when the data conform to a 2 x 2 table and Cramer’s V otherwise. The range
of values of both coefficients is 0 to 1, values that correspond to complete independence
and complete dependence of the variables, respectively. The formula for phi is

- £
¢'—N.

In the formula for Cramer’s V given below, L is the either the number of rows or the
number of columns in the contingency table, whichever is smaller.

Equation 12.5

| IJ
Cramer’s V= | —/———

N(L-1)
Cohen (1988) has suggested that phi values .10, .30, and .50 correspond to effects that
could be described as small, medium, and large, respectively. Interpretation of the
magnitude of Cramer’s V is not as straightforward. For data represented in tables larger
than 2 x 2 Cohen (1988) suggests that effect size be measured with the coefficient w (w is
equivalent to phi). To convert Cramer’s V to w, its phi equivalent, multiply its value

by /(L —1). Thus, a Cramer’s V value of .14 obtained from a 3 x 4 table is equivalent to
a phi or w value of .20 and so could be described as small to medium.

Equation 12.6

Preparing Data for the Analysis

A chi-square test of independence can be performed on data that represent values of two
nominally-scaled variables for each case in a data file. For example, if the data of 238
participants were represented as individual cases in the SPSS Data Editor, and each case
included a value of the variable gender (1 = male, 2 = female) and a value of the variable
perstype (1 = type A. 2 = type B). a chi-square test of independence could be performed
to determine if the variables are independent. A portion of such as file is shown below:
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&8 *lintitled1 [DataSet)] - SP55 Data Editor

Eie  Edit . Yew  Data Transform - Analyze Graghs - {fbties © Add-gns - giinck
cHAB T o= A TFEBER B Q@

23 - perstype |
cas.ename| .gende:r I-.pecst',,-pe | T | var |
1] 100 1.00 200
2 200 1.00] 2.00
' 3 300 2.00 1.00 R
I 400 1.00 1.00
5] 5.00 2.00| 1,00
R 6.00] 200 2.00
T 7.00 1.00, 1.00

The data for each nominal scale can be represented using a variable declared as being
either a string or a numeric type. Shown below are equivalent data represented with two
string-type variables, genderst and perstypest:

i *Untitled1 [DataSet0] - SPSS Data Editor

File  Edit View Data  Transform . Analyze Graphs

CHEBE 6% =k A FF

liee casename| genderst | perstypest [’
1.00(m
2.00|{m
300f
400'm
500/
6.00f
7.00/m

=yl ol e=lwra] =
W o D w| o oo

An alternate representation of data suitable for analysis with a chi-square test of
independence makes use of the Weight Cases function. The approach does not require
coding each participant’s data separately into a data file but, instead, weights the
representation of each cell from a contingency table by its frequency count (i.e., the
number of participants classified as falling into the joint classification represented by the
cell). Three variables are required, two to represent each cell of the contingency table and
one to represent the count in each cell. Data shown in the 2 x 2 table of Figure 12.1 is
used to illustrate the coding scheme. Because the data are used to investigate the relation
between gender and personality type, one variable in the SPSS Data Editor consists of
the possible values of gender and a second consists of possible values of personality type.
In effect. using this approach, each case is a cell in the table and there are as many cases
as cells in the table. A third variable shows the frequency count of each cell identified by
the other two variables.

The SPSS Data Editor spreadsheet shown below illustrates the coding system. The
variable gender, using the values | (male) and 2 (female), and the variable perstype,
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using the values 1 (type A) and 2 (type B), identifies each cell in the contingency table.
The variable number provides the frequency count of the cell.

[,

22 ®"Untitled2 [DataSet1] - SPSS Data Editor
Fie Edll l.ie'-f Dn-.u Trunsl‘l:-rrr Analyze’ Graghs Lnites

SHAE 05 =0 AT B4

e |
[[Z27577] " gander | “perstype |- mumber . D o .
' 1 1.00 100] 12800
; 2 1.00 2.00| 56 00|

3 200 1.00 33 ou'
8] 200 200 fi00]
| E |

It is helpful to create variable and value labels for the variables used to identify cells.
These are shown below for the data in our example:

Lt *intitled? [DataSet1] - SPSS Data Editor

Fi=' Bt Wew Data "'rnf:rm .ﬂu'ld:.ze l:ﬂphs Wiiaes - Add-ons M?dw Heh

R o =b a e BER Y 8

Mame I Type | Width I Decimals. | Labal [ * alues - - | - ‘Missing Columis | Align F Mezsure
Hgender  Humeanic [ |2 Gandar of aach par*lcupant - == [{1.00, male}, ¢ Hone R |Right Mominal
2|perstypa  Humaric [ 12 Farsonality hJ Re! of T partic pani [ 11100, I,-n.e"ﬁ‘ N.me g Fight Mominal
3mumber _Hl.marir_ B 12 _‘_._..--" ;I!-:.ne Fa Nﬁ"g“ .g ) _.R-':glll :S:al:

: PR s | Eoi ;"_.._._,.-*..'." J-r/.e' "“.._“_‘

= —= S - !,’ e

- e = ] 5 L -

- T # S

] L o =L
s = " rr - .

5 o Lo ===

28 *Untitled? [DataSet1] - SPSS Data Editor
Fie Edit | view Data  Transform | Analyze - Graphs - Uites - &

i w Status Bar
= E [
Pt rrrey Tocbars
E e e e
Farts
w Grid Lines

Variables Cir+T

o] = s by | =
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the cells become labeled and entry of the proper cell frequency count for the variable

number is facilitated.

& *Untitled? [DataSet1] - SPS5 Data Editor

File- .Edi . Viedt | Data” Transform- -Anaivee. “Graghs . Uk

sHB

D o b W

aender | pers!h;pe] rumber E i

In the final step, the Weight Cases function is selected from the Data menu:

L

_ mals type A

128 .00

ol § i A il (R e {
mala type Elr_ B5.00 |

famale]  type A

3300

fomale| _typeB|  1100]

&i *Untitled? [DataSet1] - 5P5S Data Cditor

Fie - Edlt |View | Cata “Trarsfors - Analvze - Graphs Utioes - Addons “1y

=HE R
1
2.
3._
1
5._
peagdl
T
| .
10

|

Define Vasable Praperies, .,
Copy Data Properties...
i af ALl B
Define Dates. .,
Define Multple Response Sats.,,

Tod=ndify Duplicate Casas, |,

Sork Cases. .,

Transpose. .

Restructure...

Merge Fles L
Agoregats...

Caopy Dataset

SplitFie. .,

Select Casas, ., T

Then the selections shown below are made:

M Weight Cases

1. Click the
Weight

button.

2. Click the
variable name used /
to specity the

'Y

e e o ]

Eagas by
Erequency Variable:

! &Geﬁ&;r_nf gach part ::E ) Do et weight cases

— pnality type of ead]
cases by W@mﬁ

wrart Siabus: Do Fot Weight' cases

196

frequency count of
each cell.

The data can now be analyzed using a chi-square test of independence.

3. Click to transfer
the highlighted
variable.

/

#

4. Click OK.
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Requesting a Chi-Square Test of Independence

The chi-square test of independence is accessed by selecting Crosstabs in the
Descriptive Statistics menu as shown below.

1. From the
Analyze menu
select Descriptive
Statistics and then
Crosstabs.

2. Click to highlight
the variable name
that identifies
different rows in
the contingency
table then click this
button to transfer it.

3. Click to highlight
the variable name
that identifies
different columns
in the contingency

table then click this /

o "Unlithedd [lata%e11] - 5955 Dola Bl

Fia it v Tals Traewforrs | arabze Grighe, Diises CA88en Wiedes Helb

EQBE & B it
= Frequences.

Compane Mears *  DesTipives.

4
fendar ] pecslype Ganeral Linear Mode b Explre
1

:: [ Gty SR Lewbar Mok

¥
*

*

Loghnaer v
=T *
Diats Becduchan .l
¥

®

¥

¥

¥

L

‘Scoke
g Fonparamedn Tesis
Time Senes

Survrv

AT RESnonee
Qualiny Coniral
ROT Curd...,

|

button to transfer it. Satercs | cgss Fammal

4. Click Cells.

5. Click to select @
these options. [ Expected

A%\ L
L 18w

[[]Column
[ Tatal [] Adpusted standardized
H“Marinteger Weighta v
' (5 Floupd e counts () Fiound case weighls
) Truncate cefl counts. - - ) Truncate case welghts

() No adjcsiments

197

6. Click Continue,
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M Crosstabs

198

7. Click Statist'c{

Foweda):

| Phumber | | Ritassisiiieeey o |
! B ‘&m’anu:lva!r|:rE+en:h|:.art|:-.E
| -
! Cokmniz) T
& Personalty type of cac|
1 o
Laves 14é-1

Praiol s [T

Emi:-'lil::..-l !__ Cella... ] i Eomat... j

8. Click to select
these options.

i,

¥

=
9. Click Continue.

10. Click here to

select this. \

(I aquarsi [ Carelations Cortirin

M i

una Oirdinal Cancel

[ Cantingency cosfficient [gamma

[#] PHi and Cramérs W []5amer'd Halp

[ Lambds [ Kengal's tau

[ Uncsstainty cosfficient [ Kervdall's tau¢

MNominal by irerval [] Kacpa

Llga [IRisk

Mt amar
[(]Cochmans and Mantel-Haenszel statistics
TERE Sdnimnan adaeretio eqi s :__
Y ry
v
| 3 numbar i H'W[ﬂ—_
| Gender of aach ’
| m E: B padtici
' =
[ Eolumnfe]:
[ @ Personaity e of sac
|
Layor | ofp==
| |
| ] ]
b Displey clustarad bar charisl
[7] Stigpiecs fables
x

v

11. Click OK.
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Interpreting the Output

The output includes a contingency table with the obtained and expected number of cases
in each cell, a table that includes the value and significance level of the sample Pearson
chi-square, a table that provides the value of phi, and a bar chart that shows the number
of cases as a function of the category values used to identify each cell in the contingency

table.

1 i ot

55 oo m

o
Case Processing Summary
Cases
Walid Missing Total
M Parcent M Percent M Percent

Gender of aach
participant * Parsonality 238 100.0% 4] Rier 238 100,05
type of each paricipant

Gender of each participant * Personality type of each participant Crosstabulation

1. Inspect the -
contingency il sl || These are the
table to verify type A e B - -~ Toia~~q | observed
the data are f:;g;;"n'f““ S et o tsmuadeeT 394 ] | frequency
R | Expected Count 3.2 62.8- L1840
entered Residual 82 | a2 counts.
correctly. female  Gount e 42
Expected Count 208 14.2 440
Residual 32 a2
Total Count 161 7 238
Expected Count 161.0 77.0 238.0
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3. Obtain the value
of the Pearson chi-
square statistic and
its significance
from this table.

is > .03, the two
variables are not
significantly related.

Because the significance

Symmeltric Measures

4. Obtain the e - Value | Approx. ;‘:ﬂ

. ominalby P i, ;
value of the phi - qamimr - - K berioe e e
from this table. N of Valld Cases 238

2. Inspect the bar
chart to determine if
the pattern of
frequency counts
among the bars withi
each cluster is similar
over all the clusters. If
it 15, the variables are
probably independent.

Count

8. Mot assuming the null hypothesis.

b. Using the asymptotic standard errar assuming the null

hypothesis,

Bar Chart

200
Chi-Square Tesls
Asymp. Sig. | Exact Sig. | Exact Sig.
Valug df (2-sided) | (2-sided) | (1-sided)
F'earsan_(ih_i._sgga__rg = F: 1 1 . i‘ .
- == Continuity Coraction 853 .- o Iy ST 8
Likelihood Ratia - - - -~ 1.382 o] 240
- - +{-Flshar's Exact Test S 287 185
Linear-by-Linear e
Association  _.-” Va2 1 o
M of Valid £a8es 238
. Computed only for a 2x2 1able
b. 0 cells {.0%) have expectad count less than 5. The minimum expecied count is 14,
24,
Although phi

can assume a
negative value,
it is generally
reported as the
positive value.

The significance
of phi will be
identical to that
of the Pearson
chi-square.

10]=

50

male

Reporting the Results

The outcome of the test could be described as tollows:

Gender of each participant

Parsanality type of
each participant
B tvpe A
B type B

Because the
patterns between
the bars are so
similar for the
males and
females, then,
unless the power
of the test is
very high, the
variables will be
found to be
independent.
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To determine whether there was a relation between personality type (type A, type B)

and gender (male, female) among detoxified inpatients at an alcohol dependence
treatment ward, 238 patients (194 males, 44 females) were categorized as having

personality types A or B. Of the 194 males the personalities of 128 were categorized
as type A and 66 as type B: of the 44 females, the number of patients classified as
type A and type B were 33 and 11, respectively. A chi-square test of independence

indicated the relation between gender and personality type was not significant, ¥
N=238)=1.33, p>.20.

Notice that when the Pearson chi-square is not significant, there is no need to mention
value of phi because any difference from zero is attributed to chance. Analysis of data
shown in Figure 12.4, however, produces a Pearson chi-square value sufficiently high

{.]:

the

o

reject the assumption the variables are unrelated. The description of the outcome includes

a report of the effect size.

Figure 12.4. Contingency table representing the number of undergraduate students
reporting whether or not they ever cheated in a class as a function of their attitude
towards the instructor.

Attitude Towards Instructor

Liked  Disliked _
Yes 240 41 |

? e .
Cheated? No| 425 | 36 |

Tables that contain output that should be included in a description of the outcome are
shown below:

Haveyou cheated? * Did you like the instructor? Crosstabulation

Did you like the
insiructor?
like na Total
Haveyou cheated? yes Count 240 41 281
Expected Count 251.8 282 281.0
Residual -11.8 11.8
ne Count 425 a5 | 461
Expected Count 413.2 478 461.0
Residual 11.8 -11.8
Total Count BES Er T42
Expected Count 665.0 7.0 T42.0
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This is a version of Chi-Sguare Tests
Pearson chi-square for 2 | Fame. 5o | Bt 5ig | Dot 5.
x 2 tables that makes the |*, Value d {2-sided) | (2-sided) | (1-sided)

2 4 Pearson Chi-Sguars 633 1 0o
test more conservative o-- o . SPE

f T L e d :
(by subtracting .5 from N A 8372 1 004
each f ohserved -fu.\uecteu:l ,'J rl Elgrlefﬂsjﬂ ‘Tfit oo o0
before squaring) and is | [ Assoeamy ~” o L N
rarely used. s N of Yalid Cases 742
£

This is an alternate
statistic to the Pearson

& Computed anly for @ 2x2 tabls

b. 0 galls (0%} have expecied count less than 5. The minimurm expected count is 29.
.

¢

i
L
,
L

chi-square that also has a

chi-square distribution. !

The values of the two 1s appropriate _ Value__| Approx. Sig.
A i when each Nominal by P - 108 003

s!atfstms become more e ; Narminal £ - 1od s

similar as the sample size || variableis N of Valid Cases 742

increases,

This statistic

ordinal rather

Symmetric Measures

a. Mo assuming the null hypothesis.
4]

than nominal. B, Using the asymptotic standard eror assuming tha null

hypothesis.

A summary of the outcome is shown next.

To determine if student cheating in a class is related to student attitude towards an
instructor, students in a large introductory undergraduate class were asked to think of
the class they took the previous year at the same or a similar time of day and to
indicate both whether or not they cheated in any test or assignment for the class and
whether they liked or disliked the instructor. Of the 665 students who indicated they
liked the instructor, 240 (36%) reported cheating; of the 77 students who indicated
they disliked the instructor 41 (53%) reported cheating. The outcome of a chi-square
test of independence indicated that cheating was significantly related to attitude
towards an instructor, ¥° (1, N=742) =8.63, p <.01, ¢ = .11.

Chi-Square Goodness-of-Fit Test

Overview

A chi-square goodness-of-fit test is used to determine if the distribution of frequency
counts among categories of a nominally-scaled variable (or a variable treated as though it
were nominally-scaled) matches a theoretical or reference distribution. Although the test
can be applied to nominally-scaled variables that have just two possible values, the
preferred test for such dichotomous variables is the binomial test because it can provide
exact probabilities for small sample sizes. However, for variables with more than two
categories, the chi-square goodness-of-fit test may be appropriate. Consider, for example,
the outcome of a survey intended to determine the attitude of a random sample of college
students towards inviting a controversial speaker to campus. Of 78 students polled, 53
indicate they favor making the invitation, 20 are against making the invitation, and 5 are
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undecided. Consider, further, that among the entire faculty of the university, 80% had
previously indicated they favored making the invitation, 10% were against making the
invitation, and 10% were undecided. A chi-square goodness-of-fit test can be used to
determine if student attitudes are compatible with those of the faculty.

The procedure is similar to that for the chi-square test of independence. In this case,
however, the expected value of each cell is determined by the percent of cases in the
corresponding cell of the reference distribution. For example, because 80% of the faculty
members favored inviting the controversial speaker to campus, the expected frequency
among the 78 students is .80 x 78 = 62.40. Calculation of expected frequencies for the
two other attitude categories and calculations needed to obtain the value of chi-square are
shown in Figure 12.5. The value of chi-square obtained for the sample is compared to a
critical value from a distribution with degrees of freedom that equals the number of
categories of the nominally-scaled variable — 1. Thus, in our example, because there are
three possible attitudes, degrees of freedom is 2.

Figure 12.5. Top panel shows the number of students who favor, oppose, or are
undecided about offering an invitation to visit the campus to a controversial speaker and
the percent of faculty who hold each of these opinions. Bottom panel shows calculations
for a chi-square goodness-of-fit test to assess whether student and faculty attitudes are
identical.

Attitude about Invitation

Favor Oppose Undecided
Students | 53 | 20 | 5 | N=78
Faculty |  80% | 0% | 10% |
f::xpcctc:l Bl x 78 = A0 x 78 = A0 x 78 =
62.40 7.80 7.80
d’
fcbsrn'td _f;:xrh:clcd = d ale ftxph.'md

53-6240 = 940 88.36 88.36/62.40 = 1.42
20-7.80 1220 148.84 148.84/7.80 =19.08
3-780 = -2.80 7.84 7.84/7.80 = 1.01

Xfamplc = 2I5]

Measuring Effect Size

Effect size for a chi-square goodness-of-fit test can be measured using the statistic w
suggested by Cohen (1988) and given by the formula
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L]

Z (P.:.\rr.?en-‘hf., = Pexpected, J

W= Equation 12.7

i=l pcapemd,-
where m = the number of cells
Pobserved i = the proportion of cases found for cell {
Pespected i = the proportion of cases expected for cell 1.
The value of w can be most easily obtained from the chi-square statistic:
2

A

W=,[=—

Equation 12.8

where N = the total sample size.
Interpretation of the magnitude of w is identical to that of phi: the values .10, .30, and .50
correspond o small, medium, and large effects, respectively.

Preparing Data for the Analysis

The most efficient way of coding data for our example into the SPSS Data Editor
spreadsheet utilizes a table format as shown below:

it *Untitled1 [DataSet0] - SPSS Datq

Attitude 15 a numeric File |Edit = View = Data Transform - Analyz

variable whose value o i & & wmbho# Number is a numeric
labels are displayed L& ISt untivsqssansvats ,—— variable that gives the
using the Value ‘Attitida | Mumber frequency of each
Labels option in the 1 fvor[  53.00 category of Attitude.
View menu. 2| oppose|  20.00)

3| undecided| 5.00)

4

The cells must then be weighted using the value specified in the variable Number:

i *Untitied1 [DataSet(] - SPSS Data Editor

1. From the Data
menu select
Weight Cases

E Define Variable Properties. ..
Copy Data Properties...

Define Dates... ]
Define Multiple Responge Sets, ..

Identify Duplicate Cases...

{rdr

Sort Cases..,

Transpase...

Restruchre,..

Merge Files ¥

Copy Dataset

Split File. ..
Select Cases...

Weight Cases...

| Data  Transform | Anglyze | Graphs - Utlites - Add-ons - W

=R

FrT—

Nl
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2. Click the

Weight b Atttuds towards makir| - () Tt yerkcht Enbe
caseshy — T
button. Frequency Varisbie:

A H

3. Click the
variable name used : !
to specify the

P i %) Weight casas by
|
|

_f Cument Status: Do not weight casss

frequency count of / /
each cell. 4. Click to transfer
the highlighted 5. Click OK.
variable.

Requesting a Chi—Sq'uare Goodness-of-Fit Test

The procedure for requesting a chi-square goodness-of-fit test is shown below:

&i *Untitled1 [DataSet0] - SPSS Data Editor

] Fie - Edit - View * Data Transform | Analyze Graphs | Utlites.  Add-ons - Windaw - Help
cHABenn o NG
1. From the P : 23’222”5-3:1“’“ 5 caisesisessasses
Analyze menu Altiiuds | Humber Gam-a:zeamma_ 3 TR T
Sﬂ]ﬂct 1 avor 53 ‘Generalzed Linear Models [
I M 1 1
Nonparametric 8l _owossl 200 pvas o 1 |
h] .
Tests and then - - 3:3:::::“ : ~ '
Chi-Square. 13 Clsssfy v !
B Diata Reduchon C [
! Scale v [
; Time Series b Binoma...
A Surviva 3 Runs, ..
: [uiltiple Responss k I-Sample K-5...
L Quality Cantral ¥ 2 indepandent Samples...
; = ROC Curve... K Indepandent Samplas, .,
o e ——T"  1Related Sampiss, .
- K Rielated Semples, ..

2. Click to highlight
the variable name
that identifies
different rows in
the contingency
table then click this
button to transfer it.

3. Click here to
select Values,

o oo
Expected Range Expacied Values Heb
(=] Get from data (5181 categones equal
1 Use specified range O'hies: | -« - - §
; : o = .
— T et = .
z ST Ortiona...

B Chi-Square Test
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B Chi-Square Test

| & Mumber I Test Vanable List. -~ © - . Ok
[
4. Click here and . Cancal
type in the percent Ehitded banes Help

value for the first (5 Gt from deta Al categordes equdl

cell in the reference ) Use soecfied rangs @ \aluee ™ 50l
distribution, then e |

click Add. ——  [eks=dimer <]

[ & Murnbes Test Vanabile List:

™ 6. Click OK.

step 4 to Note: Other

5. Repeat e i

enter the %  BpecioTe R values
for each cell ---}. ©Gefomdaa ) 4 categanes 2us proportional
of the O s pacimd maga - @uames: ] it || to these
reference ganstapssd H“H""""ih. &0 A could be

distribution. i ] T — ‘l‘s‘fﬁ (c.g. 8,

B of pe D Bewies e e g s LUl AN e s
e A e o B o
£ o Ao ol L iy &

T W & HPar Tests
i i e |
ol | msbaswasy utussmbans s Suntsons usnend BinesBurkios SR Thaptes Tode sdeassa s namt e b
1B et
[t
- Chi-Sgquare Test
W P ey
B s i miimsaned|  Precseincles

R .

btz rve i Talbong & BN

vmraah | bgeog bl | e
b o i
A 0 18 122
itk 3 74 23
Tos 1
Tem G

T

-

bl b

mlsion
Trlaant] 199
4 2
‘aves Sig o

B Vel | BN e seesed Bazaen cea b Euar
ERL Bl Tl L B LS Pl

it pirai
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Interpreting the Output

The output includes a table with the obtained number of cases, the expected number of
cases, and the difference between the two for each cell of the variable, and a table that
gives the value and significance level of the sample chi-square for the goodness-of-fit
test.

Adttit i
1. Inspect the ude towards making an invitation

observed N values Observed N | Expected N | Residual

in this table to ] 8vor 53 62.4 -9.4

verify the data are SRpren 20 it 12.2

entered correctly. e 5 8 £

Total 78
Test Statistics
, Attitude Because the significance

2, Find the yaius towards level is < .05, the distribution
':')f chpsquiare e il ok in the population tested
ﬂ,“" h?v,ﬁ lof i Chi-Square® lnm;:tlgga differs significantly from
mgmﬁcanue fram df - 2 that in the reference group.
this table. R Gl el e

4. 0 cells (.0%) have expected frequencies less than
5. The minimum expected cell frequency is 7.8.

Reporting the Results
The outcome of the goodness-of-fit test can be described as follows:

Data reported by the faculty senate indicated that among the faculty in the university,
#0% favored extending an invitation to a controversial speaker to visit campus, 10%
opposed extending an invitation, and 10% were undecided. To determine whether
student attitudes differed significantly from those of the faculty, a randomly selected
sample of 78 students was asked whether they favored, opposed, or were undecided
about extending an invitation to visit campus to the controversial speaker. Of the 78
students, 53 (68%) indicated they favored extending the invitation, 20 (26%) were
opposed, and 5 (6% ) were undecided. A chi-square goodness-of-fit test showed the
attitudes of students differed significantly from those of the faculty, ¥° (2, N = 78) =
21.51, p> 001, w=53.





